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No way to see all storage on a Linux server 
 

Many storage tools are borderline unusable 
• inconsistent 
• to get all info, 100+ commands—then sift and sort 

 
 ldstate, with 1 command: 

• shows all storage, from all adapters 
• presents a dashboard 
• monitors health 
• offers simple, usable scripting that anyone can use 

 



… 



Full storage state:  25.5 pages condensed to 1 page 



CSV format for ease of use 



Succinct overview of storage health 
Integrates with PEC agent & open source consoles 

 
 



Show all collected 
key/value LD data 



 LSI MegaRAID 
 

 MegaRAID Foreign 
Arrays 
 

 LSI IR/IT (1, 2, soon 3) 
 

 Adaptec (Series 6/7/8) 
 

 on-board drives (PCH) 
 

 Linux software raid 
(mdraid) 
 

 USB storage devices 
 

 LSI/Adaptec BBU and 
Supercaps 
 
 
 



Most info derived from lsusb (Linux kernel 
USB service) 
 

 lsusb requires that you know bus and device 
numbers for the device 
• However, bus and device numbers are not clearly 

listed anywhere 
• so ldstate cross-references serial number and product 

id to find 
• 8+ steps per device 

 
 ldstate does this for you 



Search 
/dev/disk for 
major/minor 

numbers 

Use 
major/minor 
to get path 

from 
/dev/block/ 

Follow path 
and search 

directory for 
busnum and 
devnum files 

Use the 
busnum and 
devnum to 
get lsusb 

info 

Search 
/dev/disk 

for 
major/minor 

numbers 

Search 
/sys/block/ 
for path to 
device info 

Follow path 
to grab 

productID & 
vendorID 

Reference ID 
numbers 

against lsusb 
on all 

devices to 
get bus:dev  



A single ldstate command gives full USB device info 



 A user trying to just get something up quickly faces FIVE 
completely different command sets:  
 
• Adaptec (arcconf) 
• MegaRaid (megacli64) for RAID 0,1,5 
• MegaRaid (megacli64) for RAID 10 / spanned 
• SAS2008 (sas2ircu) 
• Linux Software Raid (mdadm) 

 
 ldstate offers ONE common, predictive, minimal syntax 

 

Do what the user means! 
 

 ldstate create_raid 5 all – make a big array on every drive found 

 ldstate create_raid 1 adaptec each – make as many mirror pairs as possible 

 
 
 
 
 
 
 
 
 

 



Adapter alarms are 
extremely annoying 

 
and hard to pin 

down… 
 

but ldstate already 
has all info about all 
adapters, so… 

ldstate can silence all alarms with one command 



ldstate leverages smartctl to detect drive failures…  
this may provide a more conservative approach. 

 

sas2ircu 

smartctl 



 ldstate forks to run commands in 
parallel 
 

Run times dramatically reduced 
• From 24s to 6s in one example 

 
Crucial for lots-of-storage configs 

 
-The fork is simple yet powerful 
tool, much like ldstate 
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Thank you for your time. 
 

Questions? 
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